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Abstract. Research of or involving Information and Communications
Technology (ICT) presents a wide variety of ethical challenges and the
relative immaturity of ethical decision making in the ICT research com-
munity has prompted calls for additional research and guidance. The
Menlo report, a revisiting of the seminal Belmont report, seeks to bring
clarity to this arena by articulating a basic set of ethical principles for
ICT research. However the gap between such principles and actionable
guidance for the ethical conduct of ICT research is large. In previous
work we sought to bridge this gap through the construction of an ethical
impact assessment (EIA) tool that provided a set of guiding questions to
help researchers understand how to apply the Menlo principles. While a
useful tool, experiences in the intervening years have caused us to rethink
and expand the EIA. In this paper we: (i) discuss the various challenges
encountered in applying the original EIA, (ii) present a new EIA frame-
work that represents our evolved understanding, and (iii) retrospectively
apply this EIA to an ethically challenging, original study in ICTR.

1 Introduction

Information communication technology research (ICTR) presents a wide vari-
ety of ethical challenges, touching on diverse research topics including botnets,
spam, malware, phishing, etc. Examples of interesting ethical questions raised by
such studies include: If someone has the ability to take control of a botnet, can
they just clean up all the infected hosts? What risks do researchers face when
they provide data to the community? How do theoretical exploits and concepts
differ from existing vulnerabilities? What impact does the immediacy of an event
(e.g., DDoS) have on our response to the event? [4] Unfortunately, the relative
immaturity of ethical decision making and a lack of community standards has
prompted calls for additional research and guidance [5].

1.1 ICTR

Before delving deeply into the above challenges, it is first instructive to briefly
discuss ICTR, its goals and potential risks. Information cannot be separated



from the systems in which it is stored, processed, or through which it is trans-
mitted. The umbrella term Information and Communication Technology (ICT)
encompasses these systems, and implicitly the information (or data) that they
store, transmit, and process. Research involving ICT often involves risks cen-
tered around the core properties of these systems information — confidentiality,
integrity, and availability.

Harm that results from impacts on these properties can manifest in physical,
psychological, legal, social, and economic damage. These non-informational risks
are typically viewed in light of historical behavioral and biomedical research
that involve physical procedures that can cause physical pain, bodily harm,
or psychological traumas. Informational risks derive from inappropriate use or
disclosure of information, which could be harmful to the study subjects or groups.
Both categories of harm must be dealt with in ethical evaluation of research
involving ICT, spread across all potentially affected stakeholder populations.

When research focuses primarily on ICT itself, indirect harm (either infor-
mational or non-informational) to humans can still occur. As ICT evolves and
is more tightly integrated into our lives through process controls and cyber-
physical systems such as automobile braking controls, smart energy meters, and
embedded medical devices, the use and disclosure risks to ICT will increasingly
put humans at risk. This necessitates shift from considering research in terms of
human subjects involvement to that of human-harming potential [1].

1.2 The Menlo Report

The Menlo report [6], a revisiting of the seminal Belmont report [8], seeks to
bring clarity to this arena by articulating a basic set of ethical principles for
ICTR. The effort is the result of an interdisciplinary working group sponsored
by DHS which commenced in mid-2009. The goal of this effort was to create an
updated Belmont report for the field of ICTR. The report appeared for comment
in the Federal Register at the end of 2011.

1.3 The EIA v1.0 and its Limitations

While the Menlo report describes fundamental principles, the gap between such
principles and actionable guidance for the conduct of ICTR is large. In previous
work we sought to bridge this gap through the construction of an ethical impact
assessment tool (EIA) [10] we will refer to as EIA v1.0. The EIA v1.0 provided a
set of guiding questions to help researchers understand how to apply the Menlo
principles. While a useful tool, experiences in the intervening years have caused
us to rethink and expand the EIA. Specifically, we believe the EIA v1.0 was
successful in achieving its goal of education, highlighting the specific classes of
ethical problems that need to be addressed. However, in spending the intervening
years applying the ETA v1.0 ourselves to both our own work and numerous case
studies of others work in the field, we feel two alternative goals now warrant
attention. Specifically, those of Consistency and Lowering Barriers to Use.



An ETA that has a Low Barrier to Use will make it easier for researchers
to use reasoning by analogy, to trend classes of ethical issues, to assure fair-
ness, etc. It must be easy to use and map, in an understandable way, to existing
processes and methodologies. In achieving Consistency in ethical analysis, re-
searchers will be better suited to develop ethically defensible research protocols
from the start, and others will have an easier time evaluating these protocols
because of the clarity and consistency with which researchers describe which hu-
mans may be at risk, to what extent, and what protective measures researchers
have implemented.

The EIA v2.0 we present here embodies the lessons we have learned to date
and uses a least common denominator set of stakeholders that we believe makes
it suitable for the majority of ICT research of minimal or low-to-medium risk. We
wish to be clear that there are some research situations presenting higher risk,
such as vulnerability research involving threat to life or real property, or large-
scale computer crime situations, where even the EIA v2.0 may not be sufficiently
fine grained or comprehensive to address all stakeholders listed in in Table 1, or
all case studies documented in relation to the Menlo Report [7].

2 Ethical Impact Assessment (EIA)

In this section we present the EIA v2.0 framework, with special attention to
places where it has been expanded or modified from v1.0 as our understanding
has evolved.

2.1 Research Lifecycle

One common experience analyzing case studies using the EIA v1.0 framework
was that we consistently repeated classes of risk in our analysis. In many cases
these similarities were more an artifact of the phase of research, rather than the
research methodology itself.

While we find that we are mostly concerned with experimental computer
science, theoretical computer science can also pose risks to humans. In exper-
imental computer science, “[t]he key ideas [are] an apparatus to be measured,
a hypothesis to be tested, and systematic analysis of the data (to see whether
it supports the hypothesis).” [2]. In such studies, we have robust models for
thinking about the lifecycle of data (i.e., collection, use, dissemination) [12]. Ex-
plicitly examining the data lifecycle, it is evident that the ethical concerns differ
by phase and that concerns repeat across studies in various classes.

In the EIA v2.0 framework, three activities are commonly called out: the
collection of information (i.e, research data), the use of information or infor-
mation systems in research (whether as vehicle for conducting research or as
research subject), and the disclosure of research data or vulnerability informa-
tion that could be used to cause harm. In this paper, we use these terms in a
broad sense and emphasize that risks from information collection, use, and dis-
closure are transitive across stakeholder populations. Risk is present even when



the only data involved are facts and observations about the functioning of a
cyber-physical device, and in cases when there is no information involved at all
yet harm could arise from unintended consequences resulting from the manipu-
lation of information systems that humans are dependent upon. This latter area
is the hardest to evaluate with the EIA v2.0 framework as the focus on the data
lifecycle does not cleanly accommodate all potential stakeholder populations,
nor those risks that are not data related. We believe that continued evolution
of the EIA into a richer and finer-grained framework will further enhance its
consistency of evaluation and further lower the barriers to use.

2.2 Stakeholders Analysis

One of the major changes in the EIA framework since v1.0 [10] is the integration
of a set of stakeholders as columns in the EIA spreadsheet.

Stakeholder Analysis identifies the key players in the situation in terms of
their interests, involvement, and their relationship (i.e., producer or recipient)
of outcomes such as benefit or harm. In previous case studies [3] we have have
adapted the definitions of stakeholders [11] used in other domains for ethical
analysis. We also have found that some ICT research, such as studies of botnets
and other ongoing computer crime activity, or vulnerability research where pub-
lication of research results could be used by malicious actors to cause grievous
damage, require consideration of both Positively Inclined and Negatively In-
clined stakeholders in order to fully understand the risk vs. benefit calculus over
time [1]. These stakeholders are listed in Table 1.

The problems we seek to address through a comprehensive stakeholder anal-
ysis are indirect harm and consideration of intermediaries. Indirect harm may
result from secondary effects, such as disrupting a service provider, which in turn
affects the customers of that service provider and the customers of those cus-
tomers (i.e, in a wholesale vs. retail sales relationship). Or it can be harm that
occurs long after publication of vulnerability information as attackers make use
of the information for criminal gain before system owners learn of patches and
apply them to render services immune to attack. The complexity resulting from
the involvement of ICT makes it hard to see what the impacts of ones actions
may be. Enumerating the stakeholders helps elucidate the potential harms and
benefits. We also find that there are a common set of re-occurring stakeholders,
which is reflected in the EIA, however we acknowledge that the full range of
Positively and Negatively Inclined stakeholders as depicted in Table 1 must be
dealt with effectively in future iterations of the EIA framework.

2.3 Ethical Principles and Their Application

The EIA v1.0 framework was invented at a time when the Menlo report was
still in its infancy and well before we had external feedback from reviewers of
the document. In the interim, the Menlo Report has matured [6] and the EIA
v2.0 framework has been modified to align with the current set of principles and
their applications. These include:



Stakeholder Positively Inclined Negatively Inclined
Type

Researchers Criminals (Individuals/Gangs)
Key [Affect on  |Programmers Malware Programmers
producing Operations Staff Botmasters
outcome] Executives Criminal Masterminds

Law Enforcement
Consumers (product/service)|Espionage Consumers
Primary [End |Enterprises (.edu, .com, .org)|Criminal Enterprises
users| Manufacturers
Government entities

Secondary Service Providers “Bullet Proo.f” Hosting Providers
[Intermediaries in Platfo.rm Pro.viders Malware Delivery Providers
delivery] Transit Providers Malware Obfuscators

Retailers Sellers of fake goods

Table 1. A complete breakdown of stakeholders for a Botnet research scenario. While
both Positively and Negatively Inclined stakeholders are shown here, most ICT re-
search involves neither criminal activity nor vulnerability disclosure and would thus
not involve the Negatively Inclined Stakeholders.

— Identification of Stakeholders As research targeting or involving ICT
can hide potentially harmed humans, a thorough analysis of stakeholders
is a necessary pre-requisite to a comprehensive analysis of risks, benefits,
identification of burdens, and mitigation of actualized harms.

— Informed Consent Researchers should obtain informed consent to collect,
use or disclose data, or to interact with systems in ways that could have a
negative impact on those systems.

— Harms Researchers should consider the full spectrum of harms to both
persons and information systems (systems assurance, privacy, reputation,
physical, psychological, economic)

— Benefits Researchers should identify benefits to all stakeholder populations,
including (but not limited to) benefits to the broader society.

— Balancing Risks and Benefits Research should be designed and con-
ducted not simply to maximize benefits and minimize harms, but to appro-
priately balance risk and benefits across all stakeholder populations.

— Mitigation controls Researchers should notify appropriate parties if re-
search causes harm and have plans in place to efficiently and effectively
resolve problems.

— Fairness and Equity The benefits and burdens of research should be ap-
portioned fairly across all stakeholder populations.

— Compliance researchers should perform due diligence in regards to respect-
ing laws, contracts, etc. in order to protect individuals and organizations.

— Transparency and Accountability Researchers should act in ways that
garner trust with the general public by communicating intent, research method-
ology, risk-benefit analysis, and ethical reasoning.



2.4 Bringing it Together: The EIA

The EIA v2.0 framework (see Fig-
ure 1) assists researchers in for-
mulating policies, processes, and
methodologies that align with eth-
ical principles throughout three re-
search lifecycle phases. It illumi-
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We illustrate the evaluative use of
the EIA v2.0 framework by retrospec-
tively applying it to a case study that
provoked ethical debate within the
research community. The Menlo Re-
port and the ETA did not exist at the
time, so use of the principles and as-
sessment framework during the fun-
damental research design, implemen-
tation and publication was not possi-
ble. The researchers in this case study
were advised by one of this paper’s
authors, who was also substantially
involved in the then-parallel Menlo
effort. These deliberations influenced
the ETA v1.0 framework and the sub-
sequent evolution of both the Menlo
Report and EIA framework. The post
hoc analysis performed here exposes
opportunities where researchers could
have made more ethically-defensible
decisions.
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3.1 Background

Researchers at University of Califor-

nia San Diego (UCSD) undertook an Fig. 1. The EIA worksheet



experiment to measure the conversion rate of unsolicited commercial e-mail as
part of an empirical study to understand the quantitative value proposition of
spam [9]. Lacking sufficient methods to indirectly measure spam conversion,
the methodological challenges stemmed largely from the ethical implications of
mimicking real spam campaigns. Specifically, key components of such operations
involved building fake e-commerce sites, marketing them via spam, presenting
sales transactions for the advertised goods, and distributing the various commu-
nications (e-mail marketing, processing recipient responses) via illicit botnets.

To address the obvious ethical and legal problems posed by spamming and
botnet activities, researchers sought insight from non-malfeasance theory* and
legal and ethical advisement. This guidance informed the research methodology
which involved parasitically infiltrating the command and control infrastructure
of an existing spamming botnet by accepting invitations to become proxy bots,
or conduits between master servers and worker bots. Researchers then modified a
subset of the spam the botnet was already distributing, so respondent users were
directed to servers under researcher control, not those of the real spammer. Then
researcher servers presented web sites that mimicked those actually hosted by the
spammer, however they “de-fanged” them by removing functionality designed
to compromise the user’s system or that would collect and disclose sensitive user
information (e.g., name, address, credit card data).

3.2 Stakeholder Identification

ICT Researchers In addition to the obvious inclusion of the UCSD research
team, it became clear that other researchers were also analyzing the same botnet.
The “in vivo” nature of botnet studies warrants consideration of these other
stakeholders who may be simultaneously undertaking various empirical studies.

Data Subject or End User Stakeholders here were the users of computers
infected with the Storm bot (a.k.a., worker machines), and recipients of spam
email sent through the botnet. This research impacted the collective rights and
interests of not only the owners and users of computers that were infected with
the Storm bot, but those being tricked by it.

Network, Platform, or Service Provider Parties to be considered here
were network services providers for the botnet proxy hosts and command and
control servers, Internet service providers (ISPs) of users with infected comput-
ers, webmail platform providers, registrars of mimicked illicit phishing sites, and
the network community (the Overnet peer-to-peer platform) used by the botnet
to communicate.

Society Beyond those directly affected by botnet infection, this research
impacted the collective rights and interests of all users of computers that are
affected by social engineering attacks involving spam and online fraud activities.

Government or Law Enforcement As the primary source of funding for
the research, the National Science Foundation provided authoritative influence

4 Researchers should act in good faith and control risks, exposing end users to no more
harm than they would face but for the research activities



and is thus a stakeholder. Similar to the rationale for considering other bot
researchers, the research had the potential to impact law enforcement agencies
(LEAs) in multiple countries who were investigating and attempting to enforce
various laws against the parties responsible for the botnet’s illegal activities.

3.3 Research Collection

Consent — Informed consent was obtained from the network provider for the
proxy collector machines, the webmail platform providers, and the domain reg-
istrar for the researcher’s mimicked phishing sites. Each had an interest in safe-
guarding the ICT resources it owned, controlled or managed, including the data
associated with those resources. The researchers believed they could justify a
waiver of informed consent from owners of worker machines and end user sub-
jects of the research. Identifying and providing notice to the owners of thousands
of compromised home computers was impracticable, given the scale and scope
of the botnet. Informing both worker hosts and end user stakeholders about the
research procedure, purpose, risk-benefit analysis, and withdrawal opportunities
would negatively impact the scientific integrity of the research by altering the
behavior that was attempted to be studied. A determination on waiver of in-
formed consent due to impact on research integrity is often the responsibility of
an IRB, not a researcher decision. A Menlo evaluation using the EIA framework
raises questions about whether researchers should have debriefed end users who
were deceived via the phished sites (fake pharmaceutical and e-card) via some
form of pop-up alert.

Compliance — Legal due diligence analysis was performed to address a num-
ber of factors. Research activities respected federal and state laws concerning
computer fraud (e.g., no unauthorized access to systems or networks, researcher
proxy bots were invited to participate in botnet, researchers were authorized
to log traffic to their own fake phish website, no exceeding access to webmail
platform since Terms of Service were not violated, research action did not cause
legally cognizable damage or harm), electronic communications privacy (e.g.,
no interception of traffic; proxy bots were a party to the communications, al-
though there was possible violation if acquisition of bot communications would
be deemed to require two-party consent), intellectual property (e.g., mimicked
phished sites did not replicate the images that infringed copyright on the real
phished sites, no circumvention of mediating devices), or contract laws (e.g.,
there were no agreements associated with nodes in the Overnet platform; re-
searcher actions adhered to normal and expected functioning of Overnet pro-
tocols; use of webmail did not violate Terms of Service prohibiting sending of
spam since those accounts were receiving users’ responses to redirects). While
researchers did engage ex ante ethical and legal risk analysis, federal regulation
required that they should have consulted with their IRB prior to, rather than
after, the completed research.

Harms — Researcher actions (i.e., botnet command rewriting, interposing
Spam delivery, interposing user click-through) did not diminish the performance,
availability or integrity of the networks or machines in the bot infrastructure.



There were no new machines compromised or worker bots created, nor did re-
searchers cause corrective action to be undertaken by systems administrators.
Privacy harms were avoided by not collecting, storing or transmitting any pri-
vate personal information from either worker systems with whom the researcher
proxy hosts communicated or from the mimicked sites. There was no reason for
the researchers to believe that the study was interfering with LE investigation
activities involving the botnet. Researchers minimized potential reputational
harm to Webmail providers from spam-advertised product association by obtain-
ing informed consent. With the fake e-card phished sites, researchers presented
a benign executable that performed a simple HTTP POST to the researcher
controlled backend server, and then exited. This could be interpreted as direct
intervention with the environment of subjects who have not consented, however
the potential for harm here was strictly minimized and there was no malicious
intent.

Benefits Considered — This research aimed to enhance understanding of in-
ternet criminal activity and thus produces benefits to the broader society by
improving user’s abilities to safely use ICT in their daily lives.

Mitigation — Researchers mitigated any harm to integrity or functionality of
user’s systems from the botnet-directed spam by redirecting them to de-fanged
fake phished site, only logging the user-agent string to determine if the exploit
would have likely worked. The users were always asked to download the file, but
where not actually provided with an executable (e.g., presented a 404 error).

3.4 Research Use or Management

Consent — The webmail and network provider’s consent to collect information
for specific research activities extended to the ongoing use of those platforms for
the limited duration of the experiment.

Compliance — Researchers designed their methodology to avoid running afoul
of consumer protection laws (e.g., prohibiting the sending of commercial e-mail).
Researchers acquiesced to being infected by the botnet and subsequently inter-
posed as proxy bots within the existing bot infrastructure. This positioned re-
searchers as a conduit, passively transmitting and observing the spam-related
commands and data between the master servers which initiated and controlled
the transmission of spam and the worker bots which carried out the directives.
Actions that altered command messages (spam template, dictionary entries) to
include researcher-controlled sites arguably did not alter the spam liability eval-
uation since the primary purpose of the deception employed by researchers was
not related to advertising or promoting a commercial product or service, but
rather, to study users’ susceptibility to engage these campaigns. Measurements
associated with fake phishing sites respected intellectual property rights of legit-
imate brand owners by not replicating known trademarked or copyrighted mate-
rial from the legitimate sites. In the event that the cloned phished sites (e-card
and pharmacy sites) did include protected intellectual property unbeknownst to
researchers, they were well-positioned to exercise a “fair use” defense. As with



collection, researchers should have obtained IRB approval prior to engaging in
research.

Harms — Researcher’s actions did not expose end users to more harm than
they would face but for the research activities, and steps were taken to reduce
harm from the Storm bot. The probability and magnitude of any harm or dis-
comfort anticipated in the research was not greater than that ordinarily encoun-
tered by users in normal use of the Internet. The only sensitive data retained
was internet protocol addresses of worker bots as needed for research measure-
ment, and they were discarded immediately after statistics were collated. The
measurement infrastructure did not create new qualitative or quantitative harm
to other protected computer systems — absent researcher involvement, the same
users would have received the same spam e-mails from the same worker bots.
Researcher proxies were passive actors that did not initiate the transmission
spam e-mail, compromise hosts, or contact worker bots asynchronously. The
modification of messages strictly reduced harm to users who followed the em-
bedded links. Additional burden was not placed on hosting network resources.
Research proxy nodes did not transmit or distribute any illicit information or
program, send e-mail, mount or participate in denial of service attacks, crawl
for or scrape e-mail addresses, compromise or otherwise introduce user accounts,
or interfere with the ability of users systems to protect themselves or use the
network. Researcher nodes acted in accordance with expected P2P infrastruc-
ture functions, including respecting communications protocols that maintained
topological consistency with the rest of the infrastructure, and receiving and
forwarding commands.

Foreseeable harms related to legitimate intellectual property rights holders
were addressed in several ways. Researchers did not duplicate the phished sites
that were copies of legitimate websites stolen by scraping (i.e., cloning or copying
the text, logos, artwork or design templates). Rather, they replicated the general
look and feel. Legitimate domain names were not spoofed, forged, or otherwise
hijacked. To avert trademark likelihood of confusion harms, researchers did not
obtain economic or commercial benefit, nor were not unjustly enriched by mock-
ing the legitimate website design.

Benefits Considered — Research management and use of the measurement
infrastructure provided empirical knowledge of end user susceptibility to spam
marketing campaigns, botnet structure and function, and un-quantified behav-
ior underlying the spam value proposition. Collateral individual user benefits
included thwarting visits to malware-infected phishing sites and further commu-
nications with botnet command channel.

Mitigation controls — Researchers were sensitive to possible interruption of
network services from retaliatory denial of service against the network hosting
the proxy bots and were prepared to discontinue their utilization if that harm
manifested.



3.5 Research Disclosure

Harms — Researchers did not disclose any sensitive individual or organizational
information, including the internet addresses of infected worker machines or
confidential network data. This was done to prevent foreseeable harms to pri-
vacy, reputation, and systems assurance associated with botnet victimization
and vulnerability. Any relatively small burden borne by recipients of spam was
balanced against the larger benefit to society from performing beneficial re-
search. Researchers could have been more mindful of risks to themselves as a
stakeholder class, specifically pertaining to probable reputation harms from not
adequately disclosing their efforts related to ethics considerations in the design
and execution of their research.

Benefits Considered — In addition to previously mentioned benefits, disclosure
of research results could enhance understanding of the structure and function
of digital criminal enterprises in the interests of law enforcement investigations,
take-downs, and prosecutions.

Mitigation controls — While researchers did not have actual and specific
knowledge of LE or other research involvement in the botnet study, there was
no overt effort made to avoid collision.

Fairness & FEquity — The selection and targeting of end user subjects and
owners of worker machines was outside researcher control. Similarly, selection of
network and application providers was likely a function of the Overnet network.

Transparency — Although the ethical controls were implicit in research de-
sign, researchers did not explicitly disclose details about the plethora of ethical
considerations that informed their research. While researchers did offer a high
level description of ethical undertakings, the EIA suggests that transparency
and accountability could have been strengthened by more granular, a priori dis-
closure of the methodology and results in various publicly-available conference
publications and presentations. However, unless conference committees make
accommodations in paper length limitations, researchers will be deincentivized
from elucidating ethical considerations in their published work.

4 Conclusion

We have described the second iteration of an ethical impact assessment frame-
work that operationalizes the application of principles described in the Menlo
Report. We are continuing to evolve this framework and other tools for the
ethically-justifiable design and assessment of research involving ICT. It reflects
the iterations and refined collaborative thoughts that occurred between the cho-
sen case study and this paper. We are continuing to improve this tool so that
it most effectively assists in ethical design and assessment of research involving
ICT that carries a probable risk for human harming activities.
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